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The fifth annual Gordon Bell Prize competition saw a clash
o[cultures. The majority of the entries ran dedicated parallel.

processors, while the big winner used a heterogeneous
collection of machines scattered around the US.
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Alan H. Karp, Hewlett-Packard
Ken Miura, Fujitsu America

Horst Simon, NASA Ames Research Center

cessing research. This is the fifth year of
the prize, which Computer magazine ad-
ministers. The winners were announced
November 19 at the Supercomputing 92
conference in. Minneapolis.
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be Gordon Bell Prizerecog-
nizes significantachi~vements
in the application of super-

computers to scientific and engineering
problems. In 1992, prizes wereoff~red
in three categories:

.Performance,whicb recognizes those
who solved a real problem in less elapsed
time than anyone else.

.Price/performance,. which ercourag-
es the devel?pment of cost-effective

sup~rcomputIng.
.Speedup, which measures how ef-

fectively large numbers of processors
are used.
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the solution of large, sparse linear sys-
tems of equations. They were awarded
$75Gfor running at more than 5 Gflops
(billions of floating-point operations per
second) on the Intel Touchstone Delta
prototype at the California Institute of
Technology. Their new approach tofac.,
toring such systems lets them solve for
vortex configurations in superconduc-
tors and model the vibration of piezo-
electric crystals.

Michael S. Warren of Los Alamos
National Laboratory and John K. Salm-
on of Caltechreceived $250 for running
a simulation of almost 9 million gravi-
tating stars at more than 5 Gflops on
Caltech'sTouchstone Delta machine.
Theyparallelized a tree code, one of the
most efficient sequential algorithms for
large numbers of bodies.

In addition to these winners, two oth~
erteams were selected to present their
work in a special session at Supercom-
puting 92.

Tom Cwik and Jean Patterson of the
Jet Propulsion Laboratory atCaltech
andDavid Scott of Intel solved an elec.
tromagneticscattering problem that was
much larger than the memory on the

No entries were received in the COInpil-

er-generated-speedup category:

Of the eight entries received, six used
Intel parallel pro~essors, one a hetero-
geneous set of machines scattered
around the US, and onea machinebliilt
out of digital signal processors.

Gordon Bell, an independent con-
sultant in Los Altos, California, is spon-
soring $2,000 in prizes eachyearjorl0
years to promot~ practical parallel pro-

HisaoN akanishi and Vernon Rego of
Purdue Uniyersity and Vaidy Sunderam
of Emory University receiyeda check
for $1,000 in recognition of the out.
standing price/peTformance they
achieved ontbesimulation of polymer

chains paralleli~edoveTaheteTogeneous
collectionofmachinesfrom all over the
US.. This application does little floating
point,. so the judges had to rely on less
traditional measures in selecting the
winner.. Intheirmostcost.effective con-
figuration, this team achieved 1 GIPS
(billion instructions per second ) per
$1 million -more than 150 times faster
than sequential~calar code,unningon
aCrayY .,MP.

Mark T. Jones and PaulE.Plassmann
of Argonne National Laboratory sub.
mitted two applications that required
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While workstations
provide very cost-effective

computing, tbeir
utilization is low.

Int~l Touchstone Delta machine they
used..Theirout-of.;core algorithtnranat
more than5Gflops;a)mostasjastasin-
core solvers ran last year.

A team from the Swiss Federal Insti-
tute of Technology ~ Anton Gunzinger,
Urs Miiller, Walter Scott, Bernhard
Biiumle, Peter. Kohler, Florian Miiller-
Plathe, Wilfred F. van Gunsteren, and
Walter Gugenbtihl'"--built a machine
made up of3Odigitai signal processOrs
that outperformed a conventional su-
percomputer on a molecular N-body
calculation. Their.$40,OOOmachine now
holds the record for speed on this par-
ticularcode.

The performance and speedup fig-
ures are somewhat lower than past years'
spectac?l~r pu~bers. We attribute this
to the difficulty of the problems solved.
Sparse matrices, out"of.core solvers, tree
codes, and Monte Carlo simulationS of
the sort presented this year are notori-
ously difficult to parallelize..particular-
ly on distributed-memory machines.

Price/performance.
Willner

being such an opening is low; if the fill-
fractioRislbW, the probability that the
cilpewilihave several,wide openings is
high. A "<;ritical fraction" exists for which
there is often a single, connected region
that contains all these spanning paths.
Away from the critical fraction , the con-
nected regions have a typical size that
sets a length scale that is independent
the polymer length. The key question is,
what happens aswe approach the criti-
cal fraction while increasing the length
of the polymer? po the tWo diverging
lengths com peteandresult indifferent
universal constants, whether or not the
constants themselves change at the crit-

ical fraction?
The modeling process has two steps,

First, a lattice must be created that is as

filled as possible while having open-
ingsthar span the lattice in all three
dimensions, Such a lattice corresponds
to the critical point. For each point in
the lattice, starting in one corner and
proceeding in a regular manner, a point
is filled on the basis of a uniformly
distributed random number .Connec-
tivity information is kept as the lattice
is processed, a nontrivial exercise. Once
the entire cube has been traversed, the
connectivity information is used to de-
termine whether there are paths con-
necting the faces. If not, the process is
repeated. The probability of filling a

point in the lattice needs to beset at
just the critical value to simulate the

competition of two diverging lengths,
If this probability is set toohigh,there
will be no spanning path through the
lattice; if it is set too low, the "open-
ing" will be too wide. In either case, the

system will not be critical. .
The next step models all ways the

polymer can be made to grow on this
lattice. The technique used is a "self-
avoiding walk." Starting from an open
point on the surface of the lattice, the
program tries to extend the polymer to
a neighboring point. If this point is not
filled, the path length does not exceed
the specified maximum length, and the

point has not been previously occupied
by the polymer, the process continues
from that point. Otherwise, it backs up
and tries another point. This depth-first
search will eventually back up to the
starting point once all possible paths of
a specified length have been found.

The longer the paths taken,the better
the estimates of the universal constants.
Unfortunately, the compute. time in-
creases exponentially with the path~

It is well known that while worksta-
tions provide very cost-effective com-
puting, their actual utilization is low,
often less than 1 percent. Thus,many
people have thought about doing large-
scale computations with the unusedcy-
clesof a multitude of these machines.
The next step would beta supplement
this power with time on conventional
supercomputers and massively parallel
processors. It's a good idea, but the
complex1ogistics..Jimit its applicability.
While We still don't have a general-
purpose system that makes iteasytouse
large numbers of workstations for par-
allel processing, thePurdue/Emory team
built a system that successfully handles
stochastic simulation problems.

Many phenomena in nature are driv-
en by random processes. Crystal growth
and Brownian motion are two simple
examples. In each case, the macroscop"
ic features result from many random
events. Clearly, these events are not
totally random. Rather, the statistics
depend on the physics of the problem..
For example, a small particle undergo.;
ing Brownian motion will drift down a
density gradient because, on average; it
receives more pushes from the high-
density side.

Nakanishi.. Rego, and Sunderam's win-
?irig entry in this category examines the..
st~ttsttcal mechanics oLpolymersolu-
tions.Important unanswered questions
await more computer power. For exam-
ple, what shape does a large molecule
1akeon when it is confined in something
like a porous sandstone7 How do poly-
mers move through a membrane? Ex-
actly what controls the rate at which a
poJymerdiffusesthrough a geJ under
the influence of an electric field? The
first question is of interest to the oil
industry; the second, to pharmaceutical
companies; the third, to those analyzing
DNA.

There are also important theoretical
issues, since the statistical properties of

Jong-chainpolymers are closely related,
to critical phenomena such as the liquid-
to-gas phase transition that occurs at the
boiling point. The importance of this
work was highlighted when the applica-
tion of critical phenomena theory to poly-
merswascited in the recent award of a
Nobel Prize to Pierre-Gilles de GenIJ:es.

Critical phenomena can be represent-
ed by so-called universal constants.
These quantities are said to be univer-
salbecause the same behavior charac-
terizes quite different systems; For ex-
ample, universal constants do not depend
on the type of atom makingupthepoly-
mer;TatherJheyaredifferentfor.Jinear
and branched molecules.

The most interesting problems arise
where there 1smore than one length
scale involved... Polymer growth in a
porous medium is a system that can
have twoindependentlength scales. The
question stUdied by this team is whether
or not the constants derived from such
things as the straight-line distance be-
tWeen the ends of the polymer in a po-
rousmedium are affected by disorder in
its environment. Previous studies have
been inconclusive.

Ifsomeiraction of the cube's volume
is filled, there is some probability that
an opening spans the cube. If the fill-
fraction is high, the probability of there
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The most cost-effective
configuration, 16 IBM

RS/6000s, ran at 3 GIPS
per $1. million.

~

value above which the superconductiv-
ity vanishes. Type 11 superconductors
have a I:rtix~d state that exists when the
magQ~tic field is in a particular range.
In this mixed state, the material is su-
perconducting, but the magnetic field
penetrates the material.

What happens is that vortex currents
form around the p~netrating field lines.
These currents generate a magnetic field
that cancels th~ external field, shielding
th~ bulkofth~material. Understanding
this behavior is important if high-tem-
p~raturesuperconductors are to be used
in high-fie.td applications lik~ magnetic-
leyitation trains and magnetic-reso.,
nance-imaging d~vic~s.

Piezoelectric crystals vibrate when an
electric current is applied to them. They
caQbe found in computers, cellular
phones, and many other devices. It is
important that the crystal be designed
to vibrate at a single frequency as oper-
ating conditions vary over a relatively
wide range. For example, circuit de-
signers would like to build a device as
small as possible that vibrates in a single
mode over a wide range of tempera-
tures. As it happens, the desired mode
is near the middle of the spectrum of
possible crystal vibration modes, which
makes it hard to isolate it from other
modes at nearby frequencies.

What could these two applications
possibly have in common? It turns out
that they share ~property that appears
in many problems: The mostcomputa,
ijonally efficient algorithm for solving
them involves ..repeated solutions of a
larg~.' sparse system of linear equations.

The type II superconductors are mod-
eledas alternating layers of supercon-
ducting and insulating material. The
vortices move around until they are in a
configuration that minimizes their free
(total minus internal) energy. This pro-
cess is simulated by discretizing the
m~del in three dimensions and applying
a standar4 optimization procedure to
find the solution that minimizes the com-...
putedfree energy. Of the optImIzatIon
methods used on serial computers, the
inexact Newton method converges fast-
est -about.. 20 iterations versqs several
thousand ~orcompeti~g methods. The
prob.iem IS that the Inexact Newton
met..bod requires the solution of a large,
sparse linear system at each iteration.

The piezoelectric crystal problem is
solved in two steps using a finite-ele-
me~t discretizatiop.F~rst, a n?nlinear,
statIc, thermal stress problem IS solved~

~~

enough that its finite size doesn't signif-
icantly affect the results. Walks of. 35
steps w~rechoseQbecausemethods
based on sampling indicate a change iQ
behavior for paths ofarQund 30 steps.
The actual runs require 2,000 or more
differenOatticefi.l.lings'to get. sufficient-
Iyaccurat.~ results.

Timings were reported for 11 differ.
ent configurations ranging from 16Sun
Sparcstations at Purdue to 192 nodes
(481BMRSf6000s, 80 Sun Sparcs, and
64 nodes of an!nteljPSCf860) scat,.
tered around the US. The smallest con-
figuration raQ 495 different batches of
walks on a sing.le lattice in about 2
hours compared to more than 3 hours
on a Cifiy Y -MP. Thelargestconfigu,.
ration ran 384 batches in less than 10
minut~s compared to more than 3 hours
on th~ Cray. The most cQst-effective
configuration, 16 IBM RS/6000s, ran
at3 GIPS per $1 million, more than 150
times the price/p~rformanceot the
Cray. To be fair ,we shQuld note that
the application doesnotv~ctorize and
most of the cQmputation is on integers.
On theoth~r hand,th~ actual cost of
th~ parall~lruns, ~xc~pt. for th~ iPSC
tim~, is z~ro,sinc~theomycycl~s us~d
would hav~ gone to waste.

What about the scientific results?
Ar~ th~ constants universal? We will
have to wait. to find out; only prelimi-
nary results are available. Because the
problem is controversial, the iIivesti-
gatorsdonot want to r~port. their con.
clusions until theyar~ certain. RulJS
eyenJarger than those reported here
are under way.

Speedup winner

~

High-temperature. or type II, super-
conductors diff~r from type I supercon-
ductors in several ways. One .important
difference is their response to an exter-
nal magnetic field. A type I supercon~
ductorexcludes the magnetic field lines
for any field strength up to a critical

length. One way to speed things up is to
sample the paths I;ather than follow them
all. Unfortunately, there is no way to be
sure the sampling is unbiased, and bi-
ased samples have led to errors in de"'ciding 

on the universality question..
Hence, complete searches are the only
way to resolve, the issue, and they are
time-consuming. The runs reported here
1ake more than 3 hours each onaCray
Y .,MP, and thousands of runs are need-,ed 

to gather enough $tatistics to answerl,the 
question of univ~rsality o( the, con-

~tants.
The parallel job, is run under the

Eclipse system, an execution environ-
ment for controlling tree-structured

"'computations. The user input consists
of. a configuration file, d~scribing the
machines to be u$eQ, asetofpal;ameters
that describe the physical system being
modeled, and random-number seeds.'A
master process distributessupsets, of
the parameters to different suptrees in
away that ensures the runs are indepen.
dent of each other. Each node uses one
random-number seed to generate a par-
tially filled lattice and another to start
the self-avoiding walks. Every so often.
as determined by a param~ter set by the
user, each child sends itsaccumulateQ
statistics to its parent; The parent com-
bines the results from its own computa-
tion with those of its children and passes
the data ~p the line: The original pro-
cess does no computation of its own but
does produce the o~tput from the run.
The statistics are combined in parallel
because a single processor could not
keep up and would be a serial bottle.
neck.

When using a lal;ge number of ma.
chines, especially when others have ac;
,cess tothe power switch, iti$ important
10 use a system thaldoesn't have to
r~~t~rt the job if.aproce$sor fai.ls...The
Eclipse system handles failures in a
v~rystraightf9rwardway.Each parent
is responsible for doing the computa-
tions of its children, with one excep-
1ion.. Leaf nodes.,.,.,. those with no chil-
'dr~n of their own -thatiail are simply'ignored. 

Ita ,node with children fails,
its parent ,will reallocate the work to
other subtrees. lntheworstc~se,one
processor could end up doing all the
work, but in practice the method works
quite well.

The problem run uses a cubic .lattice
with 35 points on a side and periodic
boundary conditions. This lattice is sma'l
enough to be manageable while large
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For many problems,
more than 90 percent of
the1ime is spent solving

th~ linear system.

to determine the equilibrium shape of
the crystal at some temperature. Next,
the amplitudes of the vibration modes
nearthedesired frequency are found by
solving a large eigenvalue problem. The
most time-consuming part of thecalcu-
1ation is the solution of alarge,sparse
linear system of equations. For many
problems, more than 90 percent of the
time is spent solving the linear system.
Most of the remaining 1ime is spent
evaluating the matrix elements;

While general-purpose sparsesolv-
ershavebeenavailable on scalar and
vector processors for quite Some 1ime,
coding an efficient routine{ota distrib-
uttid-memoryparallelprocessor has
been a challenge. The Argonne Natioit'-
ill Laboratory team of Jones and Plass-
mann has produced such a package for
symmetric matrices. Their package, soon
to be released into the public domain
under the name BlockSolve.. is even
portable; it runs on. several different
parailel machines,.. as well a&: on work"'
stations connected over a network.

Typical linear systems arising from
the-solution of problems such as those
submitted with this entry have ..1 00,000
t02million unknowns. The saving fac-
toristhatonly a{ew of the coefficients
are nonzero, usually fewer than 1 per-
cent. For example, in the problems sub-
mitted there are rewer than 2 billion
hon.zeros..compared to some 4 trillion
total matrix entries.

Exceptforcaseswhere the matrix has
some special structure~directsolution
methods such as Gaussian elimination
are impracticaf;1he solution process
changes many of the zeros 10 nonzeros,
a process called "fill-in." Hence; itera-
tive methods must be used. The most
populatmethod for symmetric matrices
can be viewed as minimizing the square
of the residual. More specifically., if we
want 1he solution to Ax = b,where Ais
the matrix, b the known right-hand side,
and x 1hedesired solution vector,we
minimize the size of1he sqUare of the
residualrz..wherer=Ax "'"'b;

Several minimization algorithms can
be used for this quadratic function.
Steepest' descent moves from the cur-
rent estimate of the solution in the same
direction a marble would roll in a valley
the shape of the function being mini-
mized. Steepest' descent does not work
well when the valley is long and narrow,
since the estimate of the solution tends
to bounce back and forth across the
valley floor. The conjugate gradient

solving large, sparse, symmetric systems
of equations. Unfortunately, the pre.
conditioning step is often hard to paral"'
lelize. We can see why by looking at the
most popular preconditioner, incotil-
plete factorization. Here we construct
fv1 by performing Gaussian elimination
on A, ignoring all fill-in. (ffAlf is zero,
then we set the ij element of the decom-
position to zero;) MA andMb are then
computedirom the back substitution of
thedetomposition: The problem for
parallel processors is therecursivena:.
ture of1he back substitution...

A technique for vectorizing iterative
methods, called red-black ordering, has
been used forlilanyyears for matrices
with regular structure. Here, we update
the value of every second pointinagrid
2 theted points ~ using the current
values of their neighbors--:1he black
points.N ext;weupdate the black points
using the latest values for the red points.
This split iteration is perfectly parallel,
although it increases the numbefofit-
erations somewhat. On parallel proces-
sors we can use severarcolors.

The novelty in the Argonne1eam's
work is 1hat they use graph-coloring
theory toimplementamulticolor scheme
for irregular grids such as those arising
from the finite-element method; Con'
trary to their worst fears,. the Use of
many colotsdoes not increase the num"
bet of iterations dralilatically.Since the
communications cost on a parallel pro-
cessor is proportional to the number of
colors needed 10 achieve parallelism,
they have developed a heuristic for col-
oring'the unkfiownsinto a small num-
berof independent sets. They also use
the fact that several rows of the matrix
often have their zeros in the same .Ioca-
tions10improve the individual nodes'
performance of the matrix vector prod-
uct.

The performance obtained with this
code is impressive... Several models of.
type II superconductors that ran in tens
of minutes would have taken tens of
hours using other methods ona Cray 2,
Their computation ran atovef4 Gflops
on an Intel Touchstone Delta prototype
and achieved a speedup of between 350
and 500, depending on "the particular
problem being solved.

Performance winner

One of the simplesfproblemsin phys-
icsisfinding the motion of two bodies

method works better. It too moves down-
hill in the general direction of steepest
descen(but the direction is made perc
pendiculano the direction of allprevi"
ousmoves.

Theconjugategradienfrilethod is very
easy 10 parallelize;Eachiteration re-
quires it multiplication of the sparse
matrix A1imes a dense vector r,the
current residual;1f the matrix A is par-
1itioned amongthe processors by blocks
of rows., this operation is perfectly par-
allel. In addition, each iteration requires
several vector dot products; These re-'
quire ~ global summation that can also
be done efficiently on- parallel proces-
sors.

But there is a catch; {there always is).
T~e convergence rate of the conjugate
gradient method depends on the shape
of the valley. Convergence is fast if the
valley is circular; slow if the valley is
long andthin;Theshape of the valley is
relatedtotperatioofthe largest to the
smallest eigenvalue of the matrix A ,the
"condition number"of the matrix. The
larg,erthecondition number, the slower
the convergence.. Mostmatrites of in-
terest have very)arge con4ition num-
bers, making the unmodified conjugate
gradient method impractical most of
the time.

There is asparsematrixwith1he small-
est possible condition number, theiden"
tity matrix. If we could find a matrix M
suchthatMA =1, convergence would be
very fast. Of course, Misthe inverse of
A.. and finding M is equivalel'lt to soly-
ingtheoriginal problem. What if we
could easily COnstruct a matrix Mthat
approximates the inverse of A ?Then
MA would be close to the identity ma-
trix, the condition number would be
small, and theconjllg,ate gradient method
applied to MAx = Mb would converge
quickly .We call this process "precondi-
tioning."Thebetter M approximates
the inverse of A, the fastertj1e COllver"

genCe.
The preconditioned conjugategradi-

ent method is a practicaJc method for
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To attack problems such
as how galaxies formed,

we must be able to follow
millions of objects.
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donotneedtoprogr~ss further down
thisbrapch of the tre~.. Ifthecubeis~ot
far enough away,theeightcube~it con-
tai!1s are examined.. This depth" first
search cqntinues until theeffe~t of all
the particlesha~ been included.

.
Several !mportanlpr9bl~qIsmus~ 1:Je

solved to get gQOd parallelism. First, we
can't afford to stqre all the particle data
on each node; the Ji~ite~ amount, of
node memory woul<;l restncLus torath-

ersmaUproblems.Thism~answe can't
keep a copy of th~ entire treeOQeach
nod~,.~ither:Wemu~~ also worry about
1011<;1 b&lancmg; makIng sure that one
processQr doesn'lhav~toworkmuch
more than any of theo~herscFin!llly, if
we sp~ed up the.force calcul~tion a lot,.
the tree-b~ilding process, which must
be repeated for every .time step, wiU
become a bottleneck; so we will have to
paralleliz~ this part too.

Warren and Salmon used domain
decomposition inwhiclj each processor
is responsible for all the particles in
some vQlume..Clearly, some processors
will end up doing most of the work if
each is giv~n an equal volume of ~pace..
In fact,. since the work to compute the
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were part of an oblate spheroid and use
only a few moments of the mass dist!i"
bution. We can use the same trick in
gravitational N-body calculations; a
clumpQf particles far from the one we.are compuungtheforces on can be treat-
edasa single particle with some mass
distribution. Using this approach means
that the computer time in~reases onl¥
linearly with the number of particles N,
orasN log N, dependingonhpw we do
the clumping and how many moments
we include in the force computation. In
eithercase...we~an follow a miliion par;'
ticleswith a reasonable amount of com"
puter time per time step.

Clearly, a program to compute the
forces in such a manner will be more
complicated than one that implements
the simple N2 method, and it will be
harder to parallelize.Themc;>st com-
mon approach is based ana tree. We
start with a cube containing one ofth~
particles in its initial position. W eadd a
s~cond particlean!:i divide Our cube into
eight subcubesof equal size. If the two
particles art; in the same subcube, we
continue thep.rocess, recursivelydivid"
ing cubes until each particle is in a sep'-
arate cube.. Then we add another parti"
cle and subdivide until each of the
particles isin a~eparate cube, When we
have finished adding our 1 million par-
ticles, we will have a domain divided
into a large number of cubes of varying
size, each containing at most one parti-
cle.

Now we can computetheforceo~
each particle co m p letel y in paralle I;F or
each particie, we look at each of the
cubes in the first level- those that are
one-eighth tht;volume of the region
being studi~d.1f anyone of these cubes
is farelJough away from the particle
that the gravitational force of the parti-
cles it contains can be approximated
accurately with a few moments of its
mass distribution, these moments are
used to compute the force on our parti"
cleo Since this force approximates the
effect of all the particles in the cube, we

~Qdertheirmutualgravitational attrac.
tion.However,to atta~k such interest.
ing problems as how galaxies formed in
the early universe, how a galaxy eyolves
once it coalesces, andwhaC happens

,
when two galaxies collide or pass close
to each other, we must be able to follow
millions of objects. The difficultyinthese

; calculations is not modeling the under.

l}r:ing physics, which is quite simple.
Rather, the difficulty lies in the large
number of computations~

The problem studied by the winners
in this category is related to the ultimate
fate; of th~universe. We know from
meas~ring the velocity qfdistant galax.
iesthatthe uniyerse is expanding. The
rate ofexpansiop mustbedect~asing
because otthemutual attraction of the
material. If tl)israte of decrease is large
enough, the universe wiU eventually start
10 contract; if not, the universe will ex.
pand foreyer.Since we would have to
"'fait millions ofyear~ to measure direct.
Iy any change in the expan&io~ rate,we
rely on indirect measurements. One test
is the amount of mass in the universe,
which determines the ov~rall force of
attraction.

The amount of luminous matter is
only some 10 percent of the amount
needed to m~ke the universe reverse its
expansion, However, we know there is
a substantial amount of nonluminous
material. Some of it is in planets and
some is in black holes; the rest, if there
is any;more, is in ~notherform.. One
possibility comes from modeling the
;motionof stars in galaxies; whichsug.
geststhat there is also a lot of dark
matterjn a nearly spherical halq around
most galaxies. Models of these halos
typically contain more than! 00,000 par.
ticles.

Solving a problem this large is hard
because the gravit\itional force-extends
to i~finity. Hence,everyparticlehffects
the motion of every other particle. Os.
inganaive algorithm to follow the mo.
tioriof 1 million particle~wouldrequlre
!llmosr! trillion force evaluations per
tim~st~p-",,-, 1 millionsec~nds qf..com.
put~r time even if we could compute the1orce 

betw~en two particles in.1 micro.
second! Clearly, algorithmic iinprove-
m~ilt~are needed.

A simple observation breaks the bot...
tIe neck. When we compute the gravita...
tional force of the Sun on the Earth,we

; '.
do not need 10 compute the force of
every atom in the, S~n separately: In.
stead,we treat all the particles as if they

physc
odies
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thetteehasbeenbuilt,theforce on.each partIcle can be computed..
It would seem that all these manipu-.

latIons would affect overall performance.
They do. but not as mtlch as we might
thiQk, Forexampl.e,.assembJy-coded
force calculations run at 22Mflops per
processor on the Intel Touchstone Del-
ta prQtotype. The average performance
per processor,. including all overhead,
communications delay, and load imbal-
ance,is 5;4 Gflops divided by 5.12, the
Ql;lmberofprocessors used-more than
10 Mflopsper processor. The calcula-
tionsubmittedranfor almost 1.7. hours
and produced more than 4 Gbytes of
data on disk to be used for further anal-

ysis.

ing back propagation at a rate of 870
Mflops;compared to 780 Mflops on an
NEC SX-3.

Other entries

Other finalistsforce on a particle depends on the par-
ticle 's neighbors, we can't even give each
processor an equal number of particles.
Instead, we can use the amount of time
it took to compute the force on each
particle during the last time step to help
us assign an equal amount of work to
each processor..

Let's look at sometime step other
than the first. (Special procedures are
needed to get started.) Each processor
contains the data for some particles,
including1he time it tookio compute
the forcesowthe last time step. We start
with all the processors in the same group..
First, we pick some axis, say the x-axis,
and find the value of x that divides the
particles into two parts that took equal
amounts of time on the1ast step. The
processors holding the particles on the
Jeft side are put into one group; those
holding particles on the right go into the
otheL group. Any processors holding
particles that would be on the wrong
side send the corresponding data to a
processor on the other side. This split-
ring is continued recursively until each
group contains only one processor,

Next, each processor constructs th~
part of the tree that the particles it con-
tains will need. Since the particles oWned
by each process Of. all lie in a limited
volume, the prpcessorwill need only
limited information .from processorS
holdi~g distant particles. The problem
;scomplicated because the proc~ssors..
hold partIcles .In rectangular volumes,
which are often long and thin, while the
tree is based on cubes. The fact thatthe
part of the tree needed locally can be
computed efficiently is a key part of the
parallelization. Once the needed part of

Three other entries were received.
All represented excellent work, and the
selection of finalists was, as always,dif.
ficult.

A group from QNERAin Frii.nce sub-
mitted.the solution of an electro mag-
netic scattering problem for axially sym-
metric bodies that ran at more than 3
Gflopsona 128-nodeIntel iPSC/860
and more .than 7.5 Gflops on anlntel
Touchstone...Deltaprototype. Axisym..
metry allows them to use fast Founer
transforms to solve the linear system..
An important achievement is that they
can solve real problems in a very short
time, only 27 seconds for a complex
matrix of order 50,000.

Enrique Castro-Leon of Intel and
Elizabeth Yip of Boeing also s,ubmitted
the solution of an electromagnetic scat-
tering problem. They assume that the
scatterer has one plane of symmetry.
ThisaSSUniptionleads toa special strUc-
ture in the coefficient matrix. Their out-
of-core solver runs at up to 4.9 Gflops
on an InteliPSC/860;afull problem.
including setup and computing the scat-
tered radiation, runs at more than 1

Gflops.
Majdi Baddourahand Olaf Storaasll

of the NASA L-angley Research Center
submitted a method for assembling ii-
nite-element.matrices that ruQssignifi::
cantly faster than conventional meth-
ods on parallel processors. In one case,
a computation that took 10 seconds on
one processor of a Cray Y -MP using the
best serial algorithm took only 3 sec-
ondson 512 nodes of thelntel Touch-

stoneDeltaprototyp~..

~..,

The judges

Two additionalentrieswererecog"'
nized as finalists.. Tom Cwik and Jean
Patterson of the JetPropulsionLabora-
tory and David Scott of Intel subinitt~d
an electromagnetic scattering calcula-
tion run on the Intel Touchstone Delta
prototype. These problems require the
solution of very large, dense systems of
linear equations. Until now.. .the only
dense solvers available on parallelma-
chines required that the entire matrix
fit in memory. This group produced a
code.that solved larger problems by stor"
ingpartsofthematrix in the concurrent
file system. The problem they submit7
ted computed the scattering from a con-
ductingsphere and required solving a
system of almost 50,000 equations.. tak-
ingup some 38 Gbytesfor storing the
matrix. The problem took almost 20
hours at a sustained computation rate
of5Gflops. A sphere was chosen be-
cause the analytic solution can be used
to check the accuracy of the calculation.
Since the, matrices are dense, the com-
putingrequirements depend only on
.the number of unknowns, not on the
details of the model

The remainingfinalists, Gunzinger et
al from the Swiss Federal Institute of
Technology in Zurich, built a distribut.
ed-memory parallel processor using 30
digital signal processing chips. They sub-
mitted applications in neural nets and
molecular dynamics. Inparticular, with
just $40,000 in parts, they solved a mo-
leculardynamics calculation of 1,000
particles faster than the previous record
holder, an NECSX-3 supercomputer.
They also trained neural networks us-

Alan H. Karp, who chaired the judging com-
mittee.. is a member of. the senior technical
staff at Hewlett-Packard Laboratories in Palo
Alto. California.

Ken Miura is vice president of the Computa'
tional Research Department at the Fujitsu
America facility in San Jose, California.

Horst Simonis a staff member at Computer
Sciences Corp. working under contract at
the NASA Ames Research Center. in Mof-
fett Field, California.
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